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ISC^2 Domains Covered

Å#1 Security and Risk Management 
Security, Risk, Compliance, Law, Regulations, and Business Continuity 

ÅSecurity policies, standards, procedures, and guidelines

ÅSecurity governance principles

Å#4 Communication and Network Security 
Designing and Protecting Network Security

ÅSecure network components

ÅSecure communication channels

Å#7 Security Operations 
Foundational Concepts, Investigations, Incident Management, and Disaster Recovery

ÅPersonnel safety concerns



Secretary Mattis

ÅñCyber cuts across everything we do today."

Å Support warfighters by "establishing a culture of innovation across the 
Department, and encouraging the adoption of proven capabilities, rather than 
seeking to reinvent what already exists on the commercial market.ñ

Å The "acquisition system and culture must adapt to the reality that hardware 
and software systems must be integrated and change on a more frequent 
basis in order to meet warfighter needs, adapting to the speed of relevance.ò

Å "Poor acquisition outcomes are forfeiting U.S. technology advantages and 
depriving the nation of strategic capabilities, investigate the reasons why the 
U.S. currently lacks a clear cyber doctrine.ò

Å "Because of the cyber domain, it's not something the military can do in 
isolationé"



TODAYôS TOPICS



Topics

ÅJIE/JRSS Quick Overview

ÅDoD Cyber Strategy

ÅStrategic Goals and Objectives

ÅOpenstack Reference Architecture

ÅDrop-and-Go Networks

ÅConcluding Thoughts



JIE/JRSS OVERVIEW



JIE/JRSS DOD TRANSFORMATION



JIE End-State

Environment

ÅStable

ÅAgile

ÅStandard

ÅManaged

ÅMeshed

ÅProtected

ÅWhatôs next?



ÅSingle Security Architecture (SSA)

ÅSecurity measures from each branch to be consolidated

ÅCultural resistance

ÅNew Training

ÅGlobal Operations Center

ÅIncreased visibility via the GOC to individual commands

ÅInteroperability for communication across DOD  (e.g., San 
Antonio: One transport pipe (Army and Air Force))

ÅAttack surface decreased

Advantages



ÅShadow IT policies 

ÅCybersecurity hygiene and testing not initially 
built in to JIE/JRSS

ÅJRSS Phase 2 delayed one year

ÅResource allocation from each branch 
dedicated to this effort is low

ÅNavy and Marine Corps agreed June 2016

ÅAir Force agreed to do IdAM later in process

ÅAttack surface decreased 

Challenges



DOD CYBER 
STRATEGY: 
APRIL 2015



Reasons for the New Strategy
Å Increasing severity and sophistication of cyber threats

ÅDoD is the largest network in the world

ÅRisk mitigation is key

ÅUse of Risk Management Framework (RMF) 

Å 2012: President Obama directed DoD to organize and plan to defend the 
nation against cyberattacks

ÅRequires new thinking and strategy for DoD 

ÅCooperation with other government agencies



DoD and Private Sector Involvement

Talent Attraction

ÅUse private sector/industry firms for innovation

ÅResearch Institutions to design and build resilient networks

ÅDoD will strengthen ties between industry and academia

ÅBudget concerns

ÅTraining concerns



Deterrence is Key

The strategy specifically explains DoDôs role in deterrence responsibilities

ÅBroader national set of capabilities

ÅUse:
ÅDeclaratory policy

ÅSubstantial I&W capabilities

ÅDefensive posture

ÅEffective response procedures (Is this offense?)



STRATEGIC GOALS 
AND OBJECTIVES



Five Goals and Implementation Objectives 

1. Build and maintain ready forces and capabilities to conduct cyberspace operations

Åenhanced training; improved military and civilian recruitment and retention; 
and stronger private sector support.

2. Defend the DoD Information network, secure DoD data, and mitigate risk to DoD 
missions.

3. Be prepared to defend the U.S. homeland and U.S. vital interests from disruptive or 
destructive cyberattacks of significant consequence

4. Build and maintain viable cyber options and plan to use those option t control conflict 
escalation and to shape the conflict environment at all stages.

5. Build and maintain robust international alliances and partnerships to deter shared 
threats and increase international security and stability.



Cyber Mission Force

Å DoD began building a Cyber Mission 
Force to carry out cyber missions.

ÅWill include over 6200 military, 
civilian, and contractor personnel.

ÅStrategy for the CMFôs 
development is clear in the 
strategy.

Å All 133 of U.S. Cyber Commandôs 
Cyber Mission Force teams 
achieved initial operating capability 
(IOC) as of October 21, 2016.

ÅAll teams will be in place by 2018.



ÅUnder Strategic Goal II

ÅCPTs are network defenders

ÅAbilities are to discover, detect, analyze, and 
mitigate threats and vulnerabilities to defend the 
DODIN.

ÅDoD will complete:

ÅAssessment of CPTs capacity, capability, and 
employment model in regard to mission assurance 
priorities as set by combatant command 
requirements.

What innovations can align with CPTs?

Cyber Protection Teams



Managing the New Strategy

ÅEstablish the Office of the Principal Cyber Advisor to the Secretary of 
Defense

ÅImprove cyber budgetary management

ÅDevelop DoDôs cyber operations and cybersecurity policy framework

ÅConduct an end-to-end assessment of DoDôs cyber capabilities

ÅInvolve an additional 2,000 military reserve and national guardsmen 
to be activated by the end of 2018.



OPEN STACK 
REFERENCE 
ARCHITECTURE



OpenStack Reference Architecture (OSRA)

1. Virtualization 

2. Cloud

3. Security

ÅOSRA is a typical cloud infrastructure deployment consists of a pool 
of resources of compute, storage, and networking infrastructure.

ÅUsually all managed by a cluster of controller nodes. 



High-level reference architecture

ÅHigh 
availability 
deployment 
using 
OpenStack 
deployed as a 
cluster of 
controller 
nodes. 



OpenStack Objectives

Å99.999% availability for tenant traffic. 

ÅAnytime availability for cloud operations. 

ÅProvide VIP-based access to the API and UI services.

ÅLoad balance network operations across the cluster.

ÅManagement and orchestration elasticity. 

ÅFailure detection and recovery.



Limitations

ÅDuring failover, a REST API call may fail. The application or user 
must reattempt the call. 

ÅAlthough zero packet drop is the objective, in a distributed system 
such as Contrail, a few packets may drop during ungraceful failures.

ÅJuniper OpenStack high availability is not tested with any third party 
load balancing solution other than HAProxy (for load balancing).

What other innovations fit with OSRA and the CPTs?



ñDROP-N-GOò 
NETWORKS


